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Abstract Boolean satisfiability (SAT) has been studied for the last twenty years. Advances
have been made allowing SAT solvers to be used in many applications including formal
verification of digital designs. However, performance and capacity of SAT solvers are still
limited. From the practical side, many of the existing applications based on SAT solvers use
them as blackboxes in which the problem is translated into a monolithic conjunctive normal
form instance and then throw it to the SAT solver with no interaction between the application
and the SAT solver. This paper presents a comprehensive study and analysis of the latest
developments in SAT-solver and new approaches that used in branching heuristics, Boolean
constraint propagation and conflict analysis techniques during the last two decade. In addi-
tion, the paper provides the most effective techniques in using SAT solvers as verification
techniques, mainly model checkers, to enhance the SAT solver performance, efficiency and
productivity. Moreover, the paper presents the remarkable accomplishments and the main
challenges facing SAT-solver techniques and contrasts between different techniques accord-
ing to their efficiency, algorithms, usage and feasibility.

Keywords SAT-solvers · CNF · EUF · Verification techniques · BMC · UMC

1 Introduction

These days, satisfiability checking (SAT) based tools have attained lots of attention since
they have the advantage of being less sensitive to the size and the state explosion problem
over the binary decision diagram (BDD) (Bryant 1992) based model checking. Therefore,
representing the transition relation in conjunctive normal form (CNF) based SAT solvers
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is considered an attractive and effective approach for decision diagrams than BDDs. Thus,
numerous researchers have concentrated on developing functions for execution bounded
model checking (BMC) (Bjesse andClaessen 2000;Ganai andAziz 2002;Abdulla et al. 2000)
based on SAT technique. Enhancing the performance of the SAT solver is the main goal. The
conception is to convert the given circuit into a SAT format by creating suitable propositional
Boolean formulae and then exploiting other non-canonical representations of state sets. On
the other hand, all approaches utilize SAT solvers capability to discover a satisfiable solution,
if exists. Currently, the technology of SAT solvers have significant enhancement due to the
availability of many classy and refined packages. Examples of well-known and famous state
of the art SAT solvers are CHAFF (Moskewicz et al. 2001), GRASP (Marques-Silva and
Sakallah 1999), MiniSat (Sorensson and Een 2005), MAX-SAT (Argelich andManyà 2006),
SATO (Zhang 1997), etc. The maximum satisfiability problem (MAX-SAT) is the problem
of determining the maximum number of clauses that can be made true. It is a generalization
of the Boolean satisfiability problem, which asks whether there exists a truth assignment that
makes all clauses true. Argelich and Manyà (2006) designed a Max-SAT-like solvers that
deal with blocks of clauses instead of individual clauses, and exploit the new structure of the
encodings. Because model checker approaches manipulate state sets and since they can be
represented as Boolean formulae, SAT solvers have massively improved their performance.

The International SAT competition, organized since 2002, is considered as a competitive
affair for evaluating the progress in state-of-the-art for solvers of the Boolean satisfiability
(SAT)problem tohighlight the development inSAT tools. The competition compares different
SAT tools in many hardware/software verification problems and evaluates their performance.
The main goal of the competition is to help and motivate implementers to present their work
to a broader audience and to compare it with that of others (Järvisalo et al. 2012).

Most of SAT solvers are based on the developments carried out on the original Davis–
Putnam algorithm (Davis and Putnam 1960) where satisfiable instances of SAT were solved
using local search algorithms. These algorithms dividing the search area among processors
using variables partial assignments. Then, each processor has its own assigned area and can
communicatewith other processors if processor completes searching its corresponding search
area. The drawback of these algorithms is that they are not scalable in terms of memory space
due to data redundancy where each processor retains all clauses and variables. This paper
discusses different new approaches that used in branching heuristics, Boolean constraint
propagation (BCP) and conflict analysis to enhance the performance of the SAT solver.

In addition, the paper studies the up-to-date advances in the SAT-based verification
approaches, mainly model checking approaches, and the methods with some kind of com-
parison between these techniques, how they are used in practice, including many references
and others during the last two decades. Also, the paper targets the usage of SAT solvers as
verification techniques to enhance the efficiency of the SAT solver. In addition, the paper dis-
cusses the automatic target generation process (ATGP) based SAT techniques to enhance their
speedup while retaining robustness. Finally, the paper proposes the achievements, improve-
ments and the most important challenges in SAT-solver techniques and contrasts between
these techniques according to their efficiency, algorithms, usage and feasibility.

The paper is organized as follows: Section 2 reviews some basics on SAT solvers including
algorithms and advanced feature of recent SAT solver. Section 3 discusses the work done
on pseudo Boolean (PB) constraints. In Sect. 4, we review the Equality with Uninterpreted
Functions (EUF) and how SAT deal with this type of theories and also discuss the CNF-
based SAT solver. Section 5 reviews the decision procedure approach while Sect. 6 details
the SAT-solvers basedmodel checking. Section 7 discusses the ATPG-based SAT techniques.
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Section 8 discusses the parallel SAT-solvers. Section 9 concludes the paper and gives some
future research trends and directions.

2 Preliminaries on SAT solver

Two kinds of algorithms for solving SAT instances exist: the first one is the stochastic local
search (SLS) algorithms (not complete or do not prove unsatisfiability) which can get solution
quickly such as WalkSAT (Selman et al. 1994), the second one is called complete (they are
guarantee to find satisfying assignment or prove unsatisfiability) like recent variations of
DPLL algorithm such as Chaff (Moskewicz et al. 2001) and GRASP (Marques-Silva and
Sakallah 1999) and will be our focus on this work.

2.1 Stochastic local search (SLS) algorithm

In the past two decades, a large number of algorithms used to solve SAT problems have been
proposed and investigated. Stochastic local search (SLS) algorithms and genetic algorithms
are also used to solve SAT problems in case of limited information of the problem structure
instances. Some definite kinds of random satisfiable SAT instances are solved using survey
propagation (SP) (Moskewicz et al. 2001) especially in applications of hardware and ver-
ification designs. The main problem with SLS algorithms is the cycling problem where a
candidate solution can be revisited again (Cai and Su 2011). Random walk and restarting
strategies were used to handle this problem. Another approach called a configuration check
(CC) (Cai et al. 2011) was proposed to deal with the cycling problem in SLS. Other strate-
gies using CC idea were developed later as in Luo et al. (2014). Cai and Su (2013) proposed
a CC strategy for SAT called Swcc suitable for random 3-SAT instances. They enhanced
the CC strategy by using an aspiration technique to get a new variable selection heuristic
called configuration checking with aspiration (CCA) which improved the algorithm called
Swcca. Later, Luo et al. (2014) proposed a new heuristic called DCCA, which combines two
CC strategies with different definitions of configuration to design an efficient heuristic SLS
solver for SAT dubbed DCCASat. For more details, many local search SAT algorithms have
been presented and evaluated (under benchmarks-specific ’noise levels’) in Hoos and Stützle
(2000).

Xu et al. (2008) proposed and evaluated SATzilla07 solver based on constructing the
portfolio by merging local search solvers, predicting performance score, and using hierarchi-
cal hardness models. Lindauer et al. (2015) addressed and applied the Algorithm selection
(AS) procedure using automated algorithm configuration. They used dubbed AUTOFOLIO
to model several AS methods and measured their performances.

Audemard and Simon (2009) suggested using the literal block distance, which is the
number of decision literals that caused the conflict, to predict how useful a learned clause
will be for other nodes. Ehlers et al. (2014) suggested limiting the literal block distance to be
at most four. Glucose, the solver used by Ehlers et al. (2014), uses the literal block distance
and clause length to priorities clauses and uses the activity factor to break ties. To increase
the threads diversification, the thread ID is used as a seed to give random values to literals
activity factors.

pprobSAT solver is a competitive parallel solver based on probSAT that runs n instances of
probSAT togetherwith the last two instances using restarts after 107 and 108 flips, respectively
(The international SAT Competitions, http://satcompetition.org/edacc/sc14/experiment/29/
solver-configurations/1561).
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Table 1 Different variations of few SLS solvers

Solver Heuristic Completeness

GSAT (Selman et al.
1992)

Flip variable with max score Essentially incomplete

If more than one has max score, flip one of
them at random

GWSAT (Hoos and
Stützle 2000)

Flip variable with max score with probability
or, flip a variable randomly from a random
clause with probability

Satisfies the probabilistic
approximate completeness
property

WalkSAT (Hoos
2002)

Choose a clause at random Unknown

If it has a variable with score equals to zero,
flip it

Otherwise flip variable with minimum score
with probability, or flip a variable at
random with probability

If there are more than one variable with the
same minimum score, one of them will be
chosen at random

Novelty+ (Hoos
1999)

Choose a clause at random Satisfies the probabilistic
approximate completeness
property

Flip a variable at random with probability
else

Flip variable with max score, if it is not the
most recently flipped variable

If it is the most recently flipped, it will be
flipped with probability, or the variable
with the next max score is flipped

Novelty++ (Li and
Huang 2005)

Choose a clause at random. Satisfies the probabilistic
approximate completeness
property

Flip the least recently flipped variable with
probability else

Flip variable with max score, if it is not the
most recently flipped variable

If it is the most recently flipped, it will be
flipped with probability, or the variable
with the next max score is flipped

G2W SAT (Li et al.
2007)

Flip a promising decreasing variable, if none
exists

Choose a clause at random

Flip the least recently flipped variable with
probability else

Flip variable with max score, if it is not the
most recently flipped variable

If it is the most recently flipped, it will be
flipped with probability, or the variable
with the next max score is flipped

Different Variations of SLS Solvers are shown in Table 1 such as GSAT (Selman et al.
1992), GWSAT (Hoos and Stützle 2000), WalkSAT (Hoos 2002), Novelty+ (Hoos 1999),
Novelty++ (Li and Huang 2005) and G2W SAT (Li et al. 2007). Table 1 presents a summary
of the different SLS solvers used in incomplete SAT algorithms.
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2.2 DPLL algorithms

The second class of algorithms used in solving the satisfiability problem is called the complete
algorithmwhere the SAT solver based on the modern improvements or variations of a Davis–
Putnam–Logemann–Loveland (DPLL) algorithm. The DPLL SAT solver is basically based
on backtracking searchmethod to find the satisfying assignments for the variable in the search
space. The search technique was presented in previous papers in the 60s and is currently
denoted as the “DPLL” or “DLL” algorithm. The DPLL algorithm is sound and complete
(Marić and Janičić 2010), this means that it will find the solution if and only if the formulae
is satisfiable.

Two flavors of most current SAT solvers: conflict-driven (Formisano and Vella 2014) and
look-ahead (Giunchiglia et al. 2003) solvers. Conflict-driven solvers expanded DPLL search
routine by adding effective features for handling SAT instances in electronic design automa-
tion (EDA) tools such as conflict analysis, clause learning, non-chronological backtracking
(back jumping), “two-watched-literals” unit propagation, adaptive branching and random
restarts. Look-ahead solvers supported reductions and the heuristics, they have the advan-
tage over conflict-driven solvers on difficult and tough instances while conflict-driven solvers
are better on big instances. Pseudo code adapted from the basic Davis–Putnam search pro-

Algorithm 1 Davis_Putnam()
1: while true do
2: if DecideNextBranch()==false then
3: return(SATISFIABLE);
4: end if
5: while Deduce()==CONFLICT do
6: if ResolveConflict()==false then
7: RETURN(UNSATISFIABLE);
8: end if
9: end while
10: end while

cess is shown in Algorithm (1). The DecideNextBranch() is decision function used to choose
a non-assigned variable and assign it a value. The operation Deduce() executes the BCP to
propagate variable assignments based on current decision. Basically, if a clause contains only
literals with value 0 and has one unassigned literal, then the unassigned literal must take a
1 value. This case is considered as a unit clause rule. In the pseudo-code, Deduce() keeps
executing the BCP until no more implications exist and returns SATISFIABLE or a conflict
is occurred (assigning the same variable both 1 and 0 values) and returns UNSATISFIABLE.

Each DPLL or SAT solver algorithm contains three main parts: Branching Heuristics,
Deduction Mechanism and BCP and Conflict Analysis and Learning. In the following sub-
sections, we present the well-known methods used to implement the operation for each part
or function of the DPLL.

2.2.1 Branching heuristics

Branching heuristics select a sequence of decision variable to recognize a faster satisfying
assignment. Researchers proposed many intelligent decision heuristics; static (does not con-
sider search history) or dynamic. Here, we summarize the most common heuristic decisions.
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Table 2 Comparing usage of VSIDS in Chaff and MINISAT

VSIDS in CHAFF (Moskewicz et al.
2001)

VSIDS in MINISAT (Sorensson and
Een 2005)

Initialization All literal counters are initialized to 0 All variable counters are initialized
to 0

Assignment An unassigned literal with the
maximum counter value is chosen
arbitrarily at each decision point.
After that, all counters are scaled
down by a constant, occasionally

Instead of a decay factor, variable
counters are “bumped” with larger
and larger values in a floating point
representation. When very large
values are encountered, all counters
are scaled down

Procedure Once a clause is added to the clause
database, each counter related to
literal is incremented. The counter
monitors the literal usage

2% of the time, a random decision is
made instead. This factor is set at
run-time

The first DPLL, RAND, uses simple decision heuristics to choose randomly from the unas-
signed variable the next decision variable.Maximum occurrences on minimum sized clauses
MOM (Freeman 1995) heuristics employs greedy routines. Based on the maximum num-
ber of clauses or implications, the routine chooses the decision variable. Dynamic decision
heuristics are of interest these days and thus, in the following, we review the most known
techniques and compare between them.

Dynamic largest combined sum (DLCS) is introduced in GRASP SAT solver (Marques-
Silva and Sakallah 1999). It selects the variable with largest number of occurrences in
unresolved clauses. The differentiation between learned and original clauses is required.
GRASP proposed the dynamic largest individual sum (DLIS) decision heuristic. The literal
with largest number of unresolved clauses is selected.

Variable State IndependentDecaying Sum (VSIDS) is introducedfirst in chaff (Moskewicz
et al. 2001) and later used in many other SAT solver such as MINISAT (Sorensson and Een
2005). Basically, theVSIDSworks as follow: Each literal, l, has a score s(l) and an occurrence
count r(l). When a decision is necessary, a free literal with the highest score is set true.
Initially, for every literal, l, s(l) = r(l) = 0. Before the search begins, s(l) is incremented for
each occurrence of a literal, l, in the input formula. When a clause c is learned during search,
r(l) is incremented for each literal l ∈ c. Every 255 decisions, the scores are updated: for each
literal, l, s(l) becomes r(l) + s(l)/2, and r(l) becomes zero. This approach is considered cheap
and effective on a variety of problems.

Table 2 shows the VSIDS branching heuristics technique used in chaff (Moskewicz et al.
2001) compared to the one used in MINISAT (Sorensson and Een 2005).

The variable move-to-front (VMTF) is an another decision method based on the VISDS
(basically it is proposed to solve the problem that VSIDS facing), where Ryan (2004) shows
that if the solver uses VMTF instead of VSIDS, far fewer decisions are needed to solve
benchmarks from various interesting domains: planing, bounded model checking, circuit
equivalence, and so on.

Finally, the method used in BerkMin (Goldberg and Novikov 2007) is similar to chaff
method but in case of a conflict, the literals scores have increased. More details about the
differences between the method used in BerkMin and VMTF method is included in Ryan
(2004). Table 3 compares different techniques used in branching heuristics and shows their
usage.
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Table 3 Techniques used in branching heuristics and their usage

Technique Used in Usage

DLCS GRASP (Marques-Silva and
Sakallah 1999)

Picks the variable with largest number of
occurrences in unresolved clauses

DLIS GRASP (Marques-Silva and
Sakallah 1999)

Selects the literal that appears in the largest
number of unresolved clauses

VSIDS Chaff (Moskewicz et al. 2001) See Table 2

Minisat (Sorensson and Een 2005)

BerkMin BrekMin (Goldberg and Novikov
2007)

Increment the literal scores responsible for
the conflict or contradiction

With many available heuristics techniques, it is not easy to decide which one is the best.
Each heuristic technique behaves different based on the problem kinds. For example, VSIDS
is very inexpensive to compute compared to themost effective formulae simplification heuris-
tics. Also, VMTF is cheaper to compute than VSIDS. The VSIDS implementation in zChaff
accounts for about ten percent of the runtime. Most of that time is spent on sorting literals by
score but the VMTF implementation accounts for less than one percent of solver’s runtime
according to the results presented in Ryan (2004).

2.2.2 Deduction mechanism and Boolean constraint propagation

Deduction mechanism is considered the most important mechanism because it takes a lot of
runtime (almost 90 percent of runtime is spent here). All SAT solvers use the unit clause rule.

Example 1 (Y1 + Y2) · (Y1 + Y3) · (Y ′
1 + Y3 + Y4)

For the variable Y1 or Y2, the implemented circuit should be set to “1” if Y3 is set to “1” or
if Y3 is set to “0” and Y4 is set to “1”. The clauses are called unit clauses and the unassigned
literal is called a unit literal, the process of assigning 1 to all such literals is called BCP.
Thus, effective BCP method is essential to SAT solver. BCP implemented using Deduce()
function in Algorithm(1) which returns SAT if the assignment causes a satisfying instance
and CONFLICT if it causes a conflict, else returns UNKNOWN and updates the program
state.

Figure 1 shows the most BCP approach used in SAT. However, there are three methods
for Deduction Mechanism summarized as follows:

1. Counter method is used in GRASP (Marques-Silva and Sakallah 1999): a simple method
used for keeping track of which clauses are satisfied or conflicting where each clause
has 3 variables; 1-value literal numbers, 0-value literal numbers and the total number of
literals.

2. Head–tail list (HTL) algorithm introduced in SATO (Zhang 1997): each clausemaintains
two pointers the head and tail pointer. Also, each variable maintains 4 linked lists: pos-
head, neg-head, pos-tail and neg-tail.

3. Two-literal watch (TLW) algorithm was first used in Chaff (Moskewicz et al. 2001): a
method presented the watched literals usage to watch and monitor any two unassigned
literals in each clause. Each clause and each variable has two lists: pos-watched and
neg-watched. The clause can not be unsatisfied given that the two watched literals are
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Fig. 1 Boolean constraint propagation

unassigned. Therefore, the clause can only be visitedwhen any of the twowatched literals
is given to zero. Results indicate that the watched literals implementation lead to good
enhancements compared to conventional BCP implementations, particularly for circuits
with huge numbers of clauses (Aloul 2006).

2.2.3 Conflict analysis

Conflict Analysis discovers the reason of conflicting and solve it. It is considered a significant
mechanism,which influences the search space portion thatmust be explored.DPLLalgorithm
used Chronological Backtracking in case of a conflict occurs. At the decision point, a SAT
solver unassigns all variable assignments and flips the value of the decision variable, in which
the last assignment that has not been flipped is flipped.

In order to deal with a conflict, we can flip the value of the decision assignment, undo all
the implications and allow BCP to proceed normally in the manner described in Algorithm 2.
Many existing work emphasizing on how to improve the conflict analysis (Jin and Somenzi

Algorithm 2 ResolveConflict()
1: dec =latest decision not tried both ways;
2: if dec == NULL then
3: return(false);
4: end if
5: complement the dec value;
6: mark dec as tried both ways;
7: undo any invalidated implications;
8: return(true);

2006; Fu and Malik 2004; Nadel 2002). Jin and Somenzi (2006) compared their technique
with all these techniques. They suggested adding more than one conflict clause to reduce the
literals number in conflict clauses and the implication graphs depth.

GRASP (Marques-Silva and Sakallah 1999) proposed a technique using conflict diagnosis
in case of conflict. Themethod is based on identifying the variable assignments, whichmakes
the clause unsatisfiable. These assignments are then used to build a conflict-induced clause
database to avoid producing any similar conflict (pruning the search space).
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Modern SAT solvers such as GRASP (Marques-Silva and Sakallah 1999) has inde-
pendently contributed techniques for conflict analysis and conflict-driven learning. An
implication graph, during conflict analysis, archives assignments to variables due to decisions
as well as implications. Whenever a conflict occurs, a conflict clause is resulted by traversing
the implication graph backward from a conflicting point up to some chosen cut-set.

Grasp also used conflict clauses to monitor the search space. A clause having a Unique
Implication Point (UIP) is asserted after backtracking, and hence advances in testing all
possible solutions. Some methods extract a clause having UIPs from the implications chains
which cause a conflict (implication graph of the conflict) studied in Zhang et al. (2001). They
stated that selecting the first UIP (the closest to the conflict) performed well.

In non-chronological backtracking, SAT solver backtracks to the decision variable (to
earlier levels) that cause the conflict. This step helps in pruning huge parts of the search
space.

One of the most essential components of conflict analysis is an implication graph (Tseitin
1968). Several clauses can be obtained from the same implication graph and several impli-
cation graphs can be derived from the same sequence of decisions based on the propagation
of the implications. Fu and Malik (2004) and Nadel (2002) suggested enhancements in the
conflict clauses feature derived by amending the implication graph generated by the SAT
solver. Fu and Malik (2004) offered a scheme during propagating implications, which modi-
fies the antecedents of a variable in case a smaller clause is detected. Thus, a smaller conflict
clause can be found by the conflict analysis. In Nadel (2002), Jerusat solver used technique
called shrinking which eliminates some literals from a conflict clause produced by conflict
analysis. For the same conflict, it creates new and reduced implication graph.

Example 2 (Implication graph) : Consider the CNF formulae

Ψ = w1 ∧ w2 ∧ w3 ∧ w4 ∧ w5 ∧ w6

= (x1 ∨ x7 ∨ ¬x1) ∧ (x1 ∨ ¬x3) ∧ (x2 ∨ x3 ∨ x4)

∧(¬x4 ∨ ¬x5) ∧ (x8 ∨ ¬x4 ∨ ¬x6) ∧ (x5 ∨ x6) (1)

Let’s make the decision assignments x8@2 and x7@3. Also, make the present decision
assignment x1 = 0@5. Figure 2 shows the corresponding implication graph which produces
a conflict since clause (x5∨x6) is unsatisfiable. To implement non-chronological backtracking
(Marques-Silva and Sakallah 1999), the learnt clauses are then used. Most SAT-solvers as
SAT11 (Balint et al. 2013) are based on backtracking approach.

Chauhan et al. (2002) focused on automating the abstraction process for handling large
designs. So, they presented an automatic abstraction refinement framework based SAT based
conflict analysis. They described two methods to generate abstract systems by eliminating
invisible variables. The first is abstraction by making invisible variables as input variables,
and the second is abstraction by pre-quantifying invisible variables.

Improved conflict analysis algorithm proposed in Jing et al. (2009). The authors evaluated
the conflict characters in model checking and offered their new method. The process adds
some learnt clauses to the database while the implication graph depth reaches a specific
level in the conflict analysis process. They have implemented the algorithm based on the
model checking software TIP and compared their method with the algorithm that only adds
a first unique implication point (FUIP) clause in case of conflict. They discovered that their
algorithm decreases the number of BCP and increases the speed of SAT solver (Sorensson
and Een 2005).

In Table 4, we compare the strengths and weaknesses between the mentioned conflict
analysis methods.
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Fig. 2 Implication graph for Example 2

Table 4 Techniques used for conflict analysis

Implication graph
method

More than one
conflict clause

Compact conflict
clause

Shrinking

Advantages Different
implication
graphs are
generated from
the same
sequence of
decisions

Literals number in
conflict clauses
and the
implication
graphs depth are
reduced

Have limited
literals is useful
since it leads to
fast BCP and
identifies
conflicts earlier

Costly due to the
needed amount of
Backtracking
operation. In
addition, it does not
guarantee a
reduction in literals
number

Disadvantages Deep implication
Graphs on same
clause makes the
search well in
hot spots, may
slow down the
BCP

May substantially
slow down BCP

May slow down
BCP

Produces a new
smaller implication
graph for the same
conflict

2.3 Other technique algorithm

There are also other randommethods but are fundamentally different.A relatively newmethod
is called Survey Propagation (SP) which was discovered in 2002 by Marc, Mzard, Giorgio
Parisi and Zecchina. The solvers based on SP are like belief propagation methods that are
used for decoding error-correcting codes. In each iteration, about 10% of the literals are set.
When the formulae density gets too low, SP switches to a random local search algorithm.

Presently, the basic DPLL still the main algorithm for SAT solving and most of the
enhancements carried out later on BCP, decision heuristic, conflict analysis, etc., where to
improve the performance of these algorithms by modifying the manner the algorithm works.

3 Pseudo Boolean constraints

Boolean satisfiability problems can contain Pseudo Boolean (PB) terms as given below:
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Table 5 Comparison between PB SAT-solvers

SAT-Solver Modification on
the SAT

Modification on
the PB

PBS (En and Srensson 2006) Yes No

PUEBLO (Mcmillan et al. 2009) Yes No

GALENA (Chai and Kuehlmann 2003) Yes No

MINISAT (Olivier Bailleux and Roussel 2006) No Yes

l1 ×1 +l2 ×2 + · · · + ln×n ≤ b (2)

such that li and xi are Boolean variables literals. Any arbitrary PB constraint can be
transformed to the normalized form which enables more effective SAT processes.

Table 5 shows how to deal with pseudo-Boolean constraints (PB-constraints). There are
two choices: modifying the SAT procedure itself to provide PB-constraints with instances
(Aloul et al. 2002; Sheini and Sakallah 2006; Bozzano et al. 2005). Or taking the opposite
approach, which is based on the conversion of PB-constraints to SAT without modifying the
SAT solver (En and Srensson 2006).

In En and Srensson (2006), the primary technique used in MINISAT is to translate linear
PB constraints into circuits and then to clauses by a different Tseitin transformation (Tseitin
1968; Mcmillan et al. 2009). Three different techniques are used to convert the constraint
into a BDD, a network of adders and a network of sorters. The techniques are evaluated using
random benchmarks. The results show that the conversion via adders were not efficient. It
appears better to use the sorter-translation.

In Chai and Kuehlmann (2003), the authors indicated that the capability of BCP using
the watch-literal approach could be expanded for PB constraints and accepted to determine
the proof for the cutting plane circuits. In Olivier Bailleux and Roussel (2006), the authors
proposed a method to encode PB constraints into CNF formulae. This method allows unit
propagation to apply global arc-consistency. The offered encoding method was combined
with a zChaff SAT solver and submitted to the PB estimation.

Three basic methods are used to solve the PB constraint: integer linear programming
methods, Pure SAT-based methods, and hybrid methods which is proposed in Sheini and
Sakallah (2006). In Sheini and Sakallah (2006), the authors investigate learning methods
based on cutting planes for solving PB constraints. On the learning front, they proposed
hybrid algorithm which efficiently combines the CNF and PB learning methods in order
to produce both a CNF clause and a PB constraint in case of a conflict. In this combined
procedure, the CNF learning guarantees the correctness and completeness of the process by
always producing a unit CNF clause, and terminates the learning process as soon as the first
UIP is reached.

General method like two watched literals was extended for PB as carried out by Chai
and Kuehlmann (2003) and Dixon and Ginsberg (2002). They proposed a fast PB constraint
solver built on generalization of multiple conceptions learned from recent SAT solvers.

Linear pseudo-Boolean (LPB) constraints represent inequalities among the total of
weighted Boolean functions and afford a modeling power expansion of propositional con-
straints. LPB is used to define different automation linear designs with constraints, weighted
Boolean variables and effective search policies for demonstrating if a satisfying solution
occurs.

Several approaches have been explored to develop newLPB constraints. Table 6 compares
between SAT solvers (minisat, Chaff, SATO, Rsat (Pipatsrisawat and Darwiche 2007) and
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Table 6 Comparison between different SAT-solvers

SAT-solver BCP Branching
heuristics

Conflict analysis

Minisat (Olivier Bailleux and Roussel 2006) Two-watch literal VSIDS First-UIP

SATO (Zhang 1997) Head–tail list method DLCS Non-chronological
backtracking

Rsat (Pipatsrisawat and Darwiche 2007) Two-watch literal VSIDS First-UIP

Grasp (Marques-Silva and Sakallah 1999) Counter method DLCS Non-chronological
backtracking

Chaff (Moskewicz et al. 2001) Two-watch literal VSIDS First-UIP

GRSAP) and the techniques used for the BCP , Branching Heuristics and the conflict analysis
for each of them. As indicated from the table, some SAT solvers share the same techniques
but the differ in how it is implemented such as: Minisat and the Chaff. Both use VSIDS for
the Branching Heuristics while some differences exist between them as explained in Table 2.

MINISAT is considered as one of the common high-performance satisfiability solver
used to implement various heuristics in a brief style. It won many awards in the SAT 2005
competition due to its open-source. In addition, it is used inmany applications and verification
tools (software and hardware) and detective provers as in Satisfiability Modulo Theories
(SMT) solver MATHSAT (Bozzano et al. 2005). OPENSMT (Bruttomesso and Sharygina
2009) is written in C++, and based on MiniSat 2.0 (Sorensson and Een 2005). In first-
order theorem proving, the author’s presented a strong instantiation-based system IPROVER
(Korovin 2008) based on MINISAT.

In order to increase the efficiency, MiniSAT 2.0 (Sorensson and Een 2005) is modified
in Chu et al. (2009) to utilize new systems that enhance its caching system and hence its
propagation speed. Furthermore, the authors proved their enhancements using a simple par-
allelization of MiniSat 2.0 (PMiniSat).

Other new promising solvers are Lingeling (Biere 2010), Glucose (Audemard 2013) and
Riss (Manthey 2011) which won on the SAT competitions. The idea of lingeling (Biere 2010)
is to use much less space than other solvers by using implicit clauses to have differing sizes of
elements in a watchlist. Glucose solver (Audemard 2013) improves an intensive assumption-
based incremental SAT solving task: Minimal Unsatisfiable Set. Riss solver (Manthey 2011)
is component based and able to enable most of the recently developed techniques in SAT
solving and preprocessing a formula.

4 EUF and CNF

In this section, we focus on various methods to convert the Equality with Uninterpreted
Functions (EUF) formulae to propositional logic. Then, we describe different procedures for
the translation of propositional formulae to CNF.

4.1 EUF

A EUF formula is defined as a Boolean formula of atoms with equalities among terms.
The formula has truth (T) value whereas term has a value from other domain. The logic of
EUF presented by Burch and Dill (1994). The formula: f (x) �= f (y) ∧ x = z ∧ z = y is
unsatisfiable.
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In order to solve the problem of deciding the validity of an EUF formulae, Ackermann
(1954) and Bryant et al. (1999) showed that this problem can be minimized to checking the
equality formulae satisfiability. There are many current approaches (Bryant and Velev 2002;
Goel et al. 2003) use a transformation of an EUF formulae into the equality logic formulae.
Then, the equality logic formulae can be transformed into a propositional formulae where a
standard satisfiability checker can be applied.

In Bryant and Velev (2002) and Goel et al. (2003), the authors reduced an equality for-
mulae to a propositional one by adding transitivity constraints and then analyzing which
transitivity properties may be relevant. In Tveretina and Wesselink (2009), the authors pre-
sented the algorithm to solve satisfiability problem for EUF logic which is based on the
generalized DPLL (GDPLL) procedure (Mcmillan et al. 2009). Based on this procedure,
EufDpll tool is used to check the satisfiability of EUF formulas. They proved the correctness
and completeness of the GDPLL procedure for the EUF-logic, and explained the reduction
rule for EUF-CNFs for some basic function such as: REDUCE, Eligible, SatCriterion, and
Filter. GDPLL continues until the SatCriterion function terminated with satisfiable for one
branch, at least, or empty clause for all branches (unsatisfiable).

In Kozawa et al. (2007), the authors propose a satisfiability checking method with equiv-
alence constraint (a formula representing the functions and predicates properties). The
algorithm begins first by converting the EUF formula to CNF formula and then it’s sat-
isfiability is checked. If it is unsatisfiable, then the FQ (CNF formulae under equivalence
constraints) is unsatisfiable too. In case F is satisfiable, then the solution is checked for con-
flict with Q (equivalence constraints). If we get a NO answer, then it is satisfiable else (there
is conflict) and we need to resolve it.

In Velev (2004), the authors combined an automatic generated case-splitting expressions
and effective conversion to CNF by generating If-Then-Else (ITE), and combining ITE-trees
with two levels of their leaves to validate an out of order superscalar processor usingHardware
Description Language AbsHDL based on EUFM logic. This was validated based on EVC
decision procedure integrated with a SAT-solver.

4.2 CNF

The normal CNF translation is achieved by the distributive properties of ∧ and ∨; which
results in an exponential growth in the formula size. There are twomethods for CNF formulae
simplification: using preprocessors namely Hyper (Bacchus and Winter 2003) and NIVER
(Subbarayan and Pradhan 2004), and using the generalized implication-based reasoning
(Arora and Hsiao 2004).

Many existing methods for CNF generation are presented in Fig. 3. First CNF generation
based on Tseitin’s linear-time algorithm (Tseitin 1968). The AIGER tool includes a very
efficient implementation of Tseitin’s algorithm (Biere 2015).

Velev presented in Velev (2004) another CNF generation algorithm, where he defined cer-
tain patterns arising in formulas from pipelined machine verification problems and provided
CNF generation methods for these patterns. He also proposed an approach for converting
Boolean formula to CNF by finding gates of one fan-out count and combining them with
their fan-out gate to produce an equivalent CNF clause. Thus, eliminating CNF variables and
clauses, and thus speeding up the BCP as well as the SAT-solving. The translation to CNF
by merging gates has different strategies depend on which group of gates to be merged.

Boy de la Tour (1992) showed how to compute the set of internal nodes by introducing
a variable for them to minimize the number of clauses generated. The algorithm proposed
in Jackson and Sheridan (2005) is considered as a generalization to Velev’s method. In other
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Fig. 3 CNF generation methods

word, this algorithm introduces a new variable for an argument to a disjunction only if that
leads to fewer clauses.

New linear-time CNF generation algorithm is proposed in Chambers et al. (2009) to
produce smaller CNF and then faster SAT solver. In this regard, the authors presented NICE
dags, a structure used to represent various circuits, and then introduced a linear time procedure
that translates NICE dags to CNF. They developed NICESAT, a C++ implementation that
operates on NICE dags and Boolean expressions.

In Een et al. (2007), the authors provided an approach to CNF generation based on tech-
nology mapping. They explored preprocessing of problem based SAT circuits by two latest
developments in logic synthesis. The first one is a Directed Acyclic Graph DAG-aware logic
minimization by making modifications for the AIG nodes to cuts (rewrites) of the graph. The
second one is a new structural technology mapping to minimize the CNF size obtained from
the circuit.

In Bjesse and Boralv (2004), DAG-aware circuit compression was presented and later
modified inManolios and Vroon (2007) andMishchenko et al. (2006). Een et al. (2007) show
that the circuit can be reduced using several conversions based on logic sharing. Reducing
nodes number of a circuit leads to minimize the derived CNFs size fed to the SAT engine.
The method is comparable to CNF preprocessing since a reduced representation is reached
via several rewrites.

A new CNF translation algorithm was proposed in Jackson and Sheridan (2004) where
a new clause form translation called compact translation is used. The authors described the
CNF conversion over the RBC tree rather than general graph due to the sharing technique
usage. Experimental work showed that the compact translation produces less clauses and the
solving time is enhanced in most suitcases.
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A ASIG, an all-solution solver for satisfiability problems, was introduced in Zhao and
Wu (2009). ASIG operates on conjunctive normal forms (CNFs) instead of circuits or hybrid
representations as most other all-solution solvers did. ASIG prevents the same solution from
being found again by creating a blocking clause from a solution and adding it into the clause
database.

In Arora and Hsiao (2004), the authors presented a suite of lemmas and theorems based on
non-trivial Boolean reasoning. These lemmas and theorems analyze a set of clauses (in the
original CNF formulae) affected by a given state of assignments, and infer new clauses based
on the information relating to Satisfiability of these affected clauses. This reasoning helps
to identify highly non-trivial clauses which aid in the identification of unit literals, equiv-
alent/complement literals, and other implication relationships. These learned relationships
reduce the CNF instance complexity immensely.

Hamadi et al. (2009) presented a dynamic subsumption technique for Boolean CNF
formula. It exploited enough and necessary conditions to discover the clauses that can be
minimized by subsumption based on conflict analysis. During the learnt clause derivation,
it tests for backward subsumption among the current resolving and the original clauses. The
resulting approach permits the dynamic elimination of literals from the original clauses. The
integration of their dynamic subsumption approach with the Minisat and Rsat solvers profits
to manufactured circuits.

In order to provide different generation models of SAT instances, Ansótegui et al. (2009)
extended the uniform and regular 3-CNF models. They proposed a generalization of the uni-
form and the regular k-CNF (Calabro et al. 2010) random generation models by generalizing
the probability distribution used on the selection of variables to a geometric and a power
law distribution. An important result is that all their models guarantee the existence of the
phase transition phenomena. They generated instances at the phase transition point of any
given number of variables and computational hardness by adjusting the parameters of the
distributions. In order to be able to generate bigger instances with variable clause length,
they provided a fifth model, double power law, where they assigned a different probability
of being chosen to each variable and to each clause. This generates formulas were some
variables occur very often and some clauses are very long.

In Andraus and Sakallah (2004), the authors described Vapor; an automatic tool that
abstracts RTL behavioral in Verilog to the CLU language used by UCLID system. Vapor
does a sound abstraction to minimize false negatives. Vapor was built in C++ for Linux, and
combined with UCLID and Verilog Icarus compiler.

5 Decision procedure

In Bryant et al. (2007), a decision procedure for quantifier-free bit-vector arithmetic that uses
automatic abstraction-refinement proposed. This procedure is implemented in the verification
system UCLID. It alternates between generating under- and over-approximations of the
original bit-vector formula. From an input bit-vector formula, UCLID first builds an under-
approximation formula by restricting the number of Boolean variables used to encode each
bit-vector variable. If an under approximation formula is satisfiable, so is the original formula,
and the algorithm terminates.

If it is found to be unsatisfiable, the SAT solver is able to output a resolution proof
of this fact. Then by using unsatisfiable core, an over-approximation is built. This over-
approximation uses the full set of bits of the original vectors, but only a subset of the
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constraints (determined by examining the unsatisfiable core of an under-approximation).
If over-approximation is unsatisfiable, so is the original formula and UCLID terminates.
Otherwise, the algorithm refines the under-approximation by increasing, for at least one bit-
vector variable, the number of Boolean variables encoding it. This process is repeated until
the original formula is shown to be either satisfiable or unsatisfiable.

InKroening et al. (2010), they present a decision procedure forQuantifier-Free Presburger
(QFP) that is based on alternately under and over-approximating a formula, where Boolean
interpolants are used to compute the over-approximation. Given a QFP formula, first the QFP
translate to a Boolean formula and check the satisfiablility using SAT. If it unsatisfiable, then
they construct an under-approximation formula and check it’s satisfiability, if it is unsatisfi-
able then they construct the formula of an over-approximation (by using Boolean interpolant
formula and the theory formula). The satisfiability of an over-approximation is checked using
a conflict clause generator CCG() for QFP. If CCG (over-approximation) returns UNSATIS-
FIABLE, the algorithm returns UNSATISFIABLE. Otherwise, CCG (over-approximation)
returns a set of (conflict) clauses, representing tautologies in the theory of QFP. The bound
of each variable is increased.

We can change that algorithm by replace the CCG with a sound and complete lazy SAT-
based decision procedure for QFP (Kroening et al. 2010).

6 SAT based model checking

Huge efforts are invested on improvingSAT tools to carry out various kinds ofmodel checking
due to the fact that they are less sensitive to the size and the state explosion problems
of BDD. EDA researchers presented many techniques from SAT solvers world which can
handle millions of variables and constraints and used them to develop model checking tools
to investigate the correctness of hardware designs. Modern verification techniques such as
bounded model checking (BMC), theorem proving and unbounded model checking (UMC)
are all based on SAT solvers and their extensions (Vizel et al. 2015). 1999 was the year where
Biere offered BMC based on SAT method (Biere et al. 1999). This integration provides MC
a big push based on BMC (Reimer et al. 2014; Tsuchiya 2012). UMC combined with the
techniques of theorem proving (Mcmillan 2003). In the following, we explain both bounded
and unbounded model checking and it’s combination with the SAT solver.

6.1 SAT-based bounded model checking

Consider M is a transition system, F is a temporal logic formula F and K is a user-supplied
time. Then, the propositional formula Ω(k) is said to be satisfiable if and only if it is valid
along a path of length K such that:

I (ss0 ∧
k−1∧

i=0

R(si , si+1)

Most effort spent on SAT-based model checking adopts safety properties, for checking
the safety properties the reachable states in k steps are captured by:

I (S0) ∧ R(S0, S1) ∧ ... ∧ R(Sk−1, Sk)

The property p fails in one of the k steps:

¬P(S0) ∨ ¬P(S1) ∨ ... ∨ ¬P(Sk)
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The safety property p is valid up to step k if and only if Ω(k) is unsatisfiable such that:

Ω(k) = I (S0) ∧
k−1∧

i=0

R(Si , Si+1) ∧
k∨

i=0

¬P(Si )

Example: F=EF P and k = 2, then,Ω(2) = I (ss0 ∧ R(s0, s1)∧ R(s1, s2)∧ (P0 ∨ P1∨ P2)

A hydlogic is a BMC tool used for hybrid systems as proposed in Ishii et al. (2011).
The tools is based on converting a reachability analysis of a non-linear hybrid system into a
predicate logic formula, which cannot be handled, by most of the existing tools. Then, it tests
the formula satisfiability based on a SMT technique. The authors combined an incremental
SAT solver to compute the constraints sets and an interval-based solver forHybrid Constraint
Systems (HCSs) to solve the constraints.

Wieringa et al. (2009) investigate approaches to parallelizing BMC for shared memory
environments and clusters of workstations. They propose a general platform for parallelized
BMC named Tarmo which permits using encoding of BMC instances into incremental SAT.

A work presented the relationship between SAT solvers proof system and general res-
olution is carried out by Knot and Adnan (Pipatsrisawat and Darwiche 2009). The result
demonstrations that SAT solvers can simulate any resolution proof based empowerment and
provability. These two concepts allow them to formalize the clause-learning SAT solver with
restarts (CLR) and use it to simulate the resolution. The proof needs the solver to restart
in case of conflict and proposes a normal restart policy to be a key to the SAT solvers effi-
ciency. Results on different benchmarks show that their method significantly reduce the SAT
runtime.

IBM’s sixth sense model for system verification is an example of this improvement as
stated by Mony et al. (2004). Bentley (2005) points to the SAT usage to link dynamic
simulation-based tools and formal verification tools and reflects this onmicroprocessor verifi-
cation. The reader can expand their knowledge on the use of SAT solvers, BMC and induction
tools by referring to Barrett et al. (2009).

Even SAT based BMC has doubly exponential complexity due to the SAT instance size
defined as O(k(|M | + |Ψ |)) but it detects shallow errors effectively and handles hardware
components where in many cases the longest path between any two reachable states is not
exponential.

The complexity of BMC is determined based on the size of SAT instance given as
O(k(|M | + |Ψ |)) where k can become as large as the diameter of the system, which is
exponential in the number of state variables in the worst case. SAT is an exponential time
complexity. Therefore, SAT based BMC has doubly exponential complexity. However, LTL
model checking is singly exponential!

There are many reasons to answer the question Why use SAT based BMC? The answer
because it can be infeasible to represent P explicitly, it can identify shallow errors efficiently,
in many cases rd(P) and d(P) are not exponential and can be rather small (e.g. hardware
components without counters), where rd is the recurrence diameter defined as the longest
loop-free path between any two reachable states and d is the diameter defined as the longest
shortest path between any two reachable states. Finally, because modern SAT solvers are
very successful in practice.

6.2 SAT-based unbounded model checking

We briefly survey two approaches:
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Sheeran et al. (2000) offered the first Unbounded model checking (UMC) SAT-based
approach and extended later (Bjesse and Claessen 2000). It came as a result when the BMC
can not prove that counter-example does not exist for a given safety property (Wu et al. 2013).
Sheeran’s work uses the standard BMC loop, with additional conditions for establishing
completeness through induction. The main idea is that, if at a step i, no more loop-free paths
of size i can exist or no more loop-free paths states can satisfy Fk, then no reachable state
has a path to a state where Fk is satisfied.

McMillan’s work uses the standard BMC loop, but also utilizes interpolates with the
goal of obtaining approximations of the reachable states. In contrast to Sheeran et al. (2000)
work, this approach ensures that maximumunfolding is bounded by diameter of the transition
relation.

In Vizel and Grumberg (2009), the authors presented a new SAT-based methodology for
verification. Themethod integrates BMCwith interpolation-sequence to emulate BDD-based
symbolic model checking. McMillan in Mcmillan (2003) offered a SAT-based model-
checking routine suitable for full verification. His approach is based on merging BMC
and Craig’s interpolation. Vizel and Grumberg (2009) included a thorough comparison
between their andMcMillan method based on the algorithmic level and running experiments.
For instance, unlike the interpolation-based model checking approach offered in Mcmillan
(2003), their approach does not need consecutive BMC runs to calculate the reachable states.

The most successful approach for the unbounded model checking is called induction and
interpolants following the definition for the both techniques: First the interpolants technique
for a given two subsets of clauses X and Y, assume X ∧ Y is unsatisfiable. Then, there exists
a interpolant X’ for the pair (X, Y) with the following properties:

1. X’ denotes only to X and Y variables
2. X implies X’
3. X ’ ∧Y is unsatisfiable.

The second technique is the induction-based method (Sheeran et al. 2000) which uses a
SAT solver as a decision procedure for a specific type of induction named k-induction. In
order to check if the property holds in the current state we need to assume that it holds in
the earlier k successive states. More detail about the interpolant and induction techniques is
presented in Amla et al. (2005). A variety ofmethods to exploit SAT andBMC for unbounded
model checking:

1. Completeness threshold
2. k-induction
3. Abstraction (refutation proofs useful here)
4. Exact and over-approximate image computations (refutation proofs useful here)
5. Use of Craig interpolation.

7 ATPG-based SAT

Automatic Target Generation Process (ATGP) is used to generate sequences of test vectors
to identify the good and faulty circuit’s behavior based on specific input patterns. The ATGP
can be then solved by converting the circuit and the fault into SAT instances and use the SAT
solver to evaluate the test (Becker et al. 2014).

Searching for vector sequences in the space of all possible input sequences for a given
circuit to detect a fault for a certain signal in the circuit to logic 1 or 0 is known as Sequential
(ATPG).
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Fig. 4 Flow of classical ATPG
based SAT technique

Many ATGP algorithms have been developed to handle combinatorial designs (D-
Algorithm, PODEM and FAN) and sequential designs (State Table Verification Approach).
Most classical ATPG algorithms are based on a circuit structure while ATPG algorithms
based SAT handle Boolean formula in CNF format (Marques-Silva and Sakallah 1999; En
and Srensson 2004).

ATPG algorithms based SAT have been proved to be an efficient complement to classical
ATPG algorithms as stated in both Drechsler et al. (2008, 2009). They considered robust
even they suffer from the overhead due to CNF transformation time while classical structural
ATPG algorithms are fast. Therefore, many enhancements were carried out to speed up the
ATPG algorithms based SAT techniques (Eggersgluss et al. 2009).

Figure 4 shows the flow of classical ATPG based SAT technique. The CNF for a given a
circuit consisting of set of gates and signal lines is derived by assigning a Boolean variable
to each signal line according to its logic value in the circuit. The gate is then converted to a
set of clauses using a specific characteristic function. The CNF of the circuit is determined
as the conjunction of the CNF of each gate. The final SAT instance φSAT is then obtained by
a conjunction of CNF of the circuit with the fault specific constraints, e.g. the fault.

Boppana et al. (1999) started working on ATPG-based Model Checking to use sequential
ATPG solvers to verify the safety property of the form AGEFp on a network circuit. More
details on ATPG-based Model Checking can be found in Prasad et al. (2005).

8 Parallel Sat solver

Since the last two decades, there have been many implementations of SAT-solvers to be
executed in clusters and grids, using distinct technologies. Some of them are GrADSAT
(Chrabakh andWolski 2003),NAGSAT (Forman andSegre 2002), PSATO(Zhang et al. 1996)
and SATz (Jurkowiak et al. 2005). For the most part, all these solvers have a master/slave (or
Task Farm) architecture where a master task sends out work and collects the results, while
the clients run a sequential SAT-solver.
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GrADSAT is a solver that is based on Chaff and runs over a grid of widely distributed
computers that are dynamically acquired and released. Each client in the GrADSAT envi-
ronment searches in some specific subspace, but learnt clauses are shared between clients
(immediately after being generated), a characteristic that can improve performance as the
sharing of clauses can potentially improve search space prunning, albeit at the cost of addi-
tional communication. PSATO, based on solver SATO, runs in clusters and it is implemented
in C and uses the parallel language P4 (Butler and Lusk 1992) to manage concurrency and
communication. PSATO can save checkpoints of the search allowing a temporary suspension
of the program. Clients in PSATO also search in non-overlapping subspaces of the original
problem.

SATz is based on SATz, also run in clusters, is implemented in C, communicates through
RPC (Remote Procedure Call) and makes load balance using the work stealing technique,
which amounts to repartitioning of subspaces that have been found to be too large for a single
client to search in.

PMSat (Gil et al. 2008), that is based onMiniSAT and usesMPI technology, to be executed
in clusters or in a grid of computers. It contains several features including a high degree of
portability, different search modes, sharing of learnt clauses and pruning of the search space.
Therefore, PMSat shares some common characteristics with other parallel versions of SAT
solvers, such as GrADSAT, PSATO and //SATz. For once, it is based on partitioning of
the domain or search space, an assignment undertaken by the master, which controls the
scheduling of the clients and distributes the various tasks between them. The individual
clients then perform the actual search corresponding to the task given. Unlike other solvers,
however, more than one partitioning heuristic is available for the user as we will see in the
following section. Like GrADSAT and PaSAT sharing of learnt clauses is allowed, albeit
using a slightly different mechanism and heuristics. Conflict learning is also used to prune
the outstanding tasks and potentially to stop running clients whose search space has been
proven irrelevant.

They also split the search space, using different methods, and analyze each subspace
in parallel, in separate clients. Their execution is time constrained and all of them are, to
some extent, fault tolerant (Heule and Maaren 2008) observe that the probability of hitting a
solution of propositional Boolean formulae is increased by assigning multi-bit values instead
of Boolean values. They implemented the UnitWalk algorithm as a multi-bit local search
solver using Unit-Propagation Queue. The resulting solver, called UnitMarch, can be used
for any number of bits.

Conventional parallel Sat solving (Blochinger et al. 2003; Bhm and Speckenmeyer 1996;
Zhang et al. 1996) differs from the proposed method in Heule and Maaren (2008). The
former gains performance by dividing the workload over multiple processors and by some
minor changes to the solving algorithm, while the latter uses a single processor and requires
significant modifications to the algorithm. Both Heule and Maaren (2008) and Srensson
(2008) are related to each other where Srensson (2008) also parallelizes a Sat solver (GSAT),
on a single processor. However, they use a vector processor (used in most supercomputers),
instead of scalar processor (used in most desktop computers).

Recently, parallel version of Z3 proposed inWintersteiger et al. (2009), they parallelize the
sequential solver by running multiple solvers, each configured to use different heuristics. To
further improve the performance of their solver, they share derived lemmas between solvers
(Sharing lemmas may prevent a solver from entering a search space that was previously
investigated by another solver, thus improving the performance of the first solver).
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9 Conclusions and future trends

9.1 Conclusion

The success of SAT-based verification techniques is due to its development as a technology to
BDD-based model checking techniques since it is less sensitive to the size problem and state
explosion problem. Therefore, SAT-based approaches can verify huge designs than those
done by BDDs and hence improving the efficiency.

In this paper, we present a comprehensive study on the state of the art achievements in
SAT-based verification during the last two decades. In addition, we discuss different new
approaches that used in Branching Heuristics, BCP and conflict analysis to enhance the
SAT solver productivity and efficiency. Moreover, we present the distinguished attainments
and the main problems encounter SAT-based verification techniques and contrasts between
different techniques according to their efficiency, algorithms, usage and feasibility.

9.2 Future trends and directions

An increased number of applications are being tackled by SAT-solvers due to its efficiency as
inmanyEDA tools (Biere et al. 1999; Ivan 2013) to verifymicroprocessor (Bryant et al. 1999),
automate test generation (Larrabee 1989) and other usages (Marques-Silva and Sakallah
2000). Current state of the art solvers being amended to satisfy some explicit features of
these domains further amplify this achievement. The scheme represents a search problem
instance as a propositional formula, and then runs a SAT solver to look for an assignment if
exists is considered as an active approach for solving a number of problems. Perhaps, SAT-
based bounded model checking (Shtrichman 2001) is extensively used verification method.
In addition to that, these approaches are extended to un-bounded model checking (McMillan
2002). SAT solvers are used as an engine for several model checking tools (Abed et al. 2007;
Hoque et al. 2012), for tools using more expressive logics (Lierler 2010; Lin and Zhao 2004),
quantified Boolean formulae and modal logics (Giunchiglia et al. 2002), and even first order
theorem proving (Naumowicz 2014; Kaivola et al. 2013).

For future trends, developing a verification approach to combineSATandBDDapproaches
to benefit from their advantages and strengths is considered themain challenge.Another future
trend is the implementation of an SMT-solver (Liu et al. 2013;Ogawa andKhanh 2013)which
requires a theory solver to be able towork incrementally, computeminimal infeasible subsets,
and backtrack on demand to previous computation steps. To our knowledge, currently none
of these functions are supported by the available theory solvers for real algebra. If we take
a look to the most recent SMT-solvers such as Z3 (De Moura and Bjørner 2008; Rodrguez
Vega 2014), HySAT (Frnzle et al. 2007) and ABsolver (Bauer et al. 2007) which are able to
handle arithmetic constraints. The algorithm implemented in HySAT uses interval arithmetic
to check real constraints. However, Z3 does not support full non-linear arithmetic. The authors
of ABsolver do not address the issues of incrementally and backtracking. Though ABsolver
computes minimal infeasible subsets.

Another promising futurework is the use of effective parallelization of SAT solvers (Aude-
mard and Simon 2014; Yoo et al. 2014; Holldobler et al. 2011; Marques 2013; Arbelaez and
Codognet 2013). Several SAT-solvers are implemented in clusters and grids such as GrAD-
SAT (Chrabakh andWolski 2003), NAGSAT (Forman and Segre 2002), PSATO (Zhang et al.
1996) and SATz (Jurkowiak et al. 2005). The common part among these solvers is a mas-
ter/slave architecture. The master transmits the work and assembles the results, while the
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client executes the SAT-solver. The following are some keys for current and future research
results:

1. High-level learning rather than learning at the clause level.
2. Effective partitioning of the original SAT problem such that learning from different

partitions can be utilized in other partitions.
3. Implementing various solver and learning instances such that the complexity of the orig-

inal problem is reduced in combination.
4. Utilizing SAT solvers with theorem proving and reasoning engine.

Based on this work, there are still many other research subjects to be considered to better
development for effective implementations.
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